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Absiravr

Compesiien cominod Ir aw fempurtani aspect in Wireless SCNIIF fpimrks
setvem the modes praduee mivve iraffie than the netivork caw hamdie. i
fhhe current ora mhere Imteanet wf tiing (oT) is boing wzed exiensively
i every filed possibde, congestion eantrof aigariioans iy o vitel role
i matutslinting e commmnicmtion betwreon nedes and fine sevver, Tie
cumgestian centeal algorithns taky fitto accmunr the reroiroes memitable
fu il network amd B mades fryimg o commanicte o revive the
compesien, deivie g W i thranghprt. Thiv paper prosents a
hybrid  deterozencons  hicrarciical  refiive difference oluviering
rechaigure te avoid cougestion in o piven WEN, The clisferiug process
i1 pecfarmed on i wedes Laling o accourt fheie differeni
characterisiics, The disance batween the modey, fre mm ot of drtg
frarsmifted from dhe nede, (e energy requived for trammnivlan afe e
WAl i clirster te modes, Cvece the clvstering of the wodes om bdividund
parameters iz performed, o fpbedd combinmion of e podey is formed
fu sl @ way i the congeriion ity olusters r windws The
Reark wroliteciure considered fur the EXFEriaM s comsingy of i brse
staflom, padeways end the sodes thar mand i SRt cate dve date, The
propoded method reduced the congestion in tie nmatiurk fo @ preat
EXTERL

Krrwards:

Cangesiiom Comtrad, Wirelexs Servor Networks, Hierarchical Refative
Dirtames, Clnsteniag

L INTRODUCTION

Wireless networks wse radio interfaces a5 oM Cation
medium. Several protocols exist for breadcasting data on ihis type
of media. The mest commen wirdess progogols are thoss wsed in
H02.11h'g Lype WiFi networks [1]. This choice has 2 sigmificant
impact on the use communication chanrels, Therefors, a station
care only receive one data packet all at once, otherwise o collisie
results, This phenomencn can be llusirated by a group of three
characiers. Two people sddress the same individual at the same
time. This will rsceive two picces of information ond i s
inaudable fo bim. To salve this problem in everyday life, mules of
politeness are wsed which shipulate that ench person speaks in
turm. In the 8021 b'g netwarks, the principle is the same, and the
pedite rule used is the protocol aceeas to the CSMAICA nafwork
[Z]. This pretocol nims 1o aveid collisions. But this protocal has
s limits: if a sation has a lat of interioeutors, i is extremely
difficult 19 avaid collisions withous maltining & sdisfciory
Aow. If for example these are large number of people gpeaking o
e same individual, and if 10 avoid collisions, each person i
Allewed 1o pronounce 3 word in turn, it will take a significant fime
fer gach nobody can sy his senience, So there iy a traffic
compestion phersenenon thal oeurE,

Congestion phenomena in Ad-Hoe networks is o hrosd
Feseamch bopic sudied Hll relevant today, Even e
an afacle |3} offer npEstion contred meghanisy -"""'-r
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Hoo networks. Such mechanisms can act on different levels:
Bcoess profocols, routing, ete Article [4] presents some of these
profocols. Certain publications [S5] propese the multiplication of
mdio interfzoes o limit the collisions. The modification of the
access protocols fo the rdio layer also remaing an alternative
interesting [6]. Mowadays, multilayer protocols [access and
routing levels) provide even more efficiency [7]. Theretical
developments have come to support this type of study [B].
Bandwidih i also a criterion that has been widely studied 71

Congestion is the phenomenon observed when there are too
many packets present in the network, Accumulation of packels
awalting transmission in the nodes of the network needs
retransmission of packets wrongly or wrongly considered as kst
[161], Thiz beads 1o the increased traffic and degraded performance,
In the literabure two types of solutions are presented: prevention
{or anticipation) or regulation (& posteriori). The technigues used
can be divided into the following categories:

L1 PRE-ALLOCATION OF RESOURCES

This category of congestion contro] algorithms uss reservation
of resources namely storage space, paction of bandwidthy This can
only be used as part of a connection and s efficient but may canse
unnecessary monopolizsticn of resources. Mingyan et al, [11]
presented o model based on the pre allocation madel.

LI ARRHYTHMIC CONGESTION CONTROL.

This category of congestion control algorithms use keeps o
constant rumber of packets circulated in the network by osing
tekens. The drawback in the network is that the distribution of
tokens according to the load is poor. Khalel e1 al. [12] modedled
the concept of arvhythmic congestion oontrel.

13 RETRO-CONTROL

This category of congestion  control algorithms  wses
iranzmitier flow control, Here each node moators the utilization
rate of it links explicitly by sending congestion packet to aodes
sending packets o be routed on loaded links [mplicitly the
shsence of acknowledgment indicanss congestion in the reaction
time, Carlucei et al, [13] and Srivasiava et ol [14] presented
models using retra coptral,

L4 PRIORITY/DESTRUCTION OF PACKETS

This: category of tongeslion comirol algacthms is nat nsed
unbess mussive pre-reservation is present ang therefore inefficient
and congestion is inevitable. Here one needs io define crilerin to
choose \he packets o destroy or forward a5 g priceity, It is
imevitable but & o last resort Argoubi et Al [I5] presented a

incepd an priarity model,
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The W5N architecture used in this paper i presented in the
Fig.1, The bose station receives the data of the nodes throwih the
giteways placed in tactical position i the grid, The Fig]
illustrates the working mechanism,
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Fig.1. Proposed WSM architecture
The nodes in the WEN connect 1o the Etleways o Iransmii the
data. The pateway intern collects the data form the nodes and
sends it 1o the base station, For example, if the base station can
receive the data of 2 speed of 100kbis, this speed i divided
aniformly amcng the four gateways. Each gatewsy pets a

transmission speed of 25kbs which is used 1o collocted the data
form the nodes,

1. UNSUPERVISED MACHINE LEARN ING

Unsupervised learning consists of teaching an  artificial
mtelligence slgorithm information that is neither labelled, nor
classified o allow this algorithm to react to this informaticn
without human intervention. In sddition, the algorithm processes
the data without any prier training, it “traing itself™ with the data
it receives [16]. An unsupervised learning algoritlin  uses
categories associnted with the data submitted to i, But it must
meke them emerge itself, in order, for cxample, 1o recognizes that
& cal 18 & cat, or that an article of the TA journal is an article of the
1A journal. Tn supervised learning, thousands of images of dogs
are provided 1o the algorithm with the label “dog™. Tn this way, if
il 16 given any other image it can determine whezher it represents
# cat or not. In unsupervised learniog, no label s provided, by
procesting thousands of images, the olgorithm must be able to
create a “dog” category on is own, even if it doesn't know what
it is, and il notice the similarities between the images. The
algorithm only grouped all the images of dogs together because
they all had a certain number of points in common, size, four legs,
shape of the face, shape of the muzzle ctc. Mieva et al [17]
presented an unsupervised machine learning model

The most common unsupervised learning problem  is
clustering, Clustering is the stage where the dats is separated into
categories. It is the comerstone of unsupervised learning. This is
whal makes the parallel between unsupervised learning and the
human way oF ressoniog since artificial intelligence is then
sulonomous, There is no need for prior human intervention 03]
erenie the cateporics, which is exactly the case with humans, The
cxlegosization phase ofs
Uherefore] is n verype

(18], Unsupervised learning algotithms can perform more
complex processing tasks than supervised leaming systems, bus
they can also be more unpredictable. When asked 1o sort through
different data, an artificial intelligence that relies of unsupervised
lzaming can also add catepories i wnexpected and unwanted
ways, which can create confusion instead of tidying up,

AL the moment, unsupervised leamang is in its infancy, but
there is a lot of scope for i, especially for dara classificution
[19]. Unsupervised leaming is still too liitle exploited in g
conenzte wiy, this is largely due to the fact that it can have black
box phenemena. In the sense that one cannot always explain
perfectly why the algorithm gives such or such result. This makes
it ansable (for the moment) in particular for the field of health or
armaments, for which the requirements in terms of data analysis
are preater.

3. CLUSTERING

Before the arfificial imellipence of cafmpuiers became capable
of detecting similarities between individuals, it waz human
intelligences that implemented clustering algorithms. There are
several dezen, of which bere are several major catcgories. For
each mothod, it is mecessary 1o choose how o messure the
similarity between two individuals, which we can imaging as (wo
points of the real space in dimension p. Hicrarchical type
chustering methods are different. They form connections between
individuals step by step, and usc a distance matrix hetween
individuale to find the cluster closest te another, Tn praciice, the
algorithm is initinted from n sets which arc individuals ag
singletons. The first connection is therefore made between the twa
closest individoals, Yau et al, [20] presented luierarchical ype
clustering,

To start the second step, the distance matrix s updated by
remaving a box, becouse of the prouping of bwo individyals. Bue
how to caleulate the distance from one et t anather if 1t i3 not a
singleton. This i precisely one of the choices 10 he magde ar the
start. the nggregation sirategy. There are many, the simplest being
to choase the minimum distance between individuals of the two
groups (single lmkage), maximuom {complete linkage) or Bverage
(average linkage). At the end of this second step, the two closest
Broups are connected. And so on for the follawing steps, until you
connect the [ast twe growps which cover all the individuals,
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Fig.2. Clustering by hierarchical method

On the left, the individuals represented in By, On the right, the
associaled dendrogram and the stages of its creation, IF we wani
twa classes, we will choose (ps, pi, p3) nnd (e Py Psa ). 1 wee
yanl classes that are mote than ore unit of measurement apari, we

chiooge (oo, oy, gr2), () and (e, ps, ps).

gty wisoa DT



M 220 H LI

Tl mwvessive conehons nre wopreseded o dermbrigrm
shomn in Fig 1. The shistisee pssocipted switly ench comeselion is
ot ey ia ol L Tl alpgorithm ends of conrse with ibe clhsice
el our chseers, Flere again, the criterion s mwd uiig e, Dhie can
wunl a pf-f:'ls-.' nundber, or fis & crilernon of il lnss
shistanee. The dendvogram to highlight the closters is shown i
Fig. 1.

The option caleulutes u Werarchy from a matris of distanees. )
oflers three procedures. A bicrarchy over o finite set A is o oset A
of partz o A (the classez). e, 0 subset of the sel ol pueds of A guch
that,

Step 1t A is wn chewent of 4 (il Inrpesit eliss containg all the
clements),

Step 2e00a i an elemens of 4, Ja) isan cdemwent of 4 (e mnal et
elisses conlain only ome clement);

Step 3:10H and K wre two clasges of A of vee thimgs oo or they
are without conunen clements, cither M eonlaing £, ar §
conbzive M | two elosses ane either disjiot or nedied) |,

The chasificotion ix hierarchical with a geres and o Family
either do mot of specics in conmon or the gemus belangs to the
family, A hiermrchical classification algorithm is & method of
cansimicting hicearchy, The ascending hicrarchical elassifications

(CAH) stant from the 2cf of classes wilh enby one clement nmd o

cach wep bring together two most similar closses unil the closs

containing all the elements are obtained. The aotion of
reseonblance or difference of two closses uses @ nolion of
proximity between classes which derives from the distance

bBetween starting elements 2. Choosing an initial distance, a

principle of construction, an index of proximity between glasses

penetate o mwiltitnde of possibilitics which exclude that o

hierarchy is tnse or false avd it can amby be usedial.

AT Agglomerative Hierarchical Clustering Technique:

In this techniqoe, initially cach dota point is consldered as on
individual cluster. Al cach iteration, the elmilar clusters Mmerge
with other clusters undil ame cluster or & clusters are farmed.

The basic algorithm of Agglonerative is straight forward,
Step 1z Compute the procimity matrix
Step 2: Let coch data poind be o cluster
Step 3: Repeat - merpe the two closost clusiers and updnte 1w

PrOXImElY madres
Step 4: Until only 3 single cluster remaings

Key operation 5 the compulation of the proximity of two

chusters. A sample proximity model B shows in Fig.d.
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Fig.3. Proximity Maisix
A pucieial representation of ik

clistering Teclaigue is shown
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Fig. 4. MWienirehacal Clustering Technigue

Step Btdn the initial 1ep, the proximiy ol sdividual [nmnls 15
enleulated and consider all the six dats points as individual
ukuslors as shown in Fig 4,

Step 2:In slop fwo, similar clusters are merpel bwrpeiber amd
formed as 4 singlo eluster, Let's conmsuler T, £ oand B3,
are similar clusters that are merged in step two. Nosw, Four
elusters remuin which are A, BC, DE, F.

Step 3: We appin caleulate the proximity of new clusters and
mesge the similor chusters (o form oew clusiers A, B
DEF.

Step 4: Caleulate the proximity of the new clusters. The clusters
DEF and BC are similar and merged topether to form &
nuw cluster, We'ne now [l with fwa clustess A, BCDEF

Step 5:Finally, all the chusters are merged together and form a
singhe clusier,

The Hicrorchical clustering Technique can be visualized using

4 Dendrogrom. A Dendrogram is o iree-like diagram that records

thas sequences of merges or splits as shown in Fug.3,
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Fig.5, Dendrogram

4. EXPERIMENTAL RESULTS

The experimental setup consisted ol a 100100 grid with 25
mweles placed in random positions, The podes are phodted i Fig.6
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The purmeters extracted from the modes n the experiment
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The Fug 11 shows the gateway positions in red circles, For
instance. if distaree based clustermg is emiploved, all the nmles
close to pateway | will trmsmit through . Bat beesuse all tlse
moides have high enerey, conpestion accurs al gdeway 1, The
chustening s shown in Fig 12
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Fig-12. Clustering result af distunee
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Fig. 14, Number of conpestions

In the proposed meded, four final bybrid clusters are formed
from the resulls of the individunl elusters, Tlse nodes are chagen
i such a way that ench galewny handles minjmum congesiion.
The nodes with high energy requiremend ong sealtered belweeg all
the paleways. The same approach is followed for packet length
and Trequency of transmizsios in such n way thod e resources of
the gateway nre optim: I
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transmission frequency. The proposed method thus reduced the
congastion at the gateways,

The Fig. I4 shows the congestion with normal distance based
elustering and the proposed method. The number of congestions

in the proposed methad is very less when compared 1o the
comventionil metha,

5. CONCLUSION

Congestien control is an important task 1o be performed in o
WSN to incrense the performance and prevent loss of dam.
Conventionnl distance and encrgy based clusiering techniques
could nod achieve good congestion control. The methad praposed
in this paper takes into account four parameters of the nodes
namely inter node distance, energy, transmission packet length
nisdl frequency, The hybrid clustering performed in the ead makes
sure that the nodes are equally distribated among the galeways in
the best way possible 10 avoid congestion.
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