Available in SSRN eLibrary

Prediction of Chronic Kidney Disease
Statistics Using Data Mining Techniques

Rajesh S. Walse Aniket A. Muley
School of Cmputational Sciences School of Muthematical Sclences
Swam| Ramanand Teerth Marachwaca University, Swami Ramanand Teerth Marathwada University,
rajeshwalse@gmail. coen aniketmuley@gmuil.com
Gajanan D. Kurundkar Parag Bhalchandra
an.njmemofCanpmaScieru _Schoal of Computational Sciences ’
Shei Gurubuddhi Swami Mahavidynksya, Purna Dist Swami Ramanand Teerth Marathwada University
Parbhani, S.RT.M, University, Nanded, India Nanded, India
gaianan kurundkar @@ gmail com Srimun.paragi@gmail.com
ABSTRACT

In this research, the Apeiori associator in the WEKA data mining tool used for i
exploring, and analyzing the chronic kidney-related data. The minimum matrix or confidence value in the
association rule mining supporter, confidence number of cycles performed the role of preparation of Rules.
This research is carried oat by formatting and found ten best rules. The rules create x belongs to y attributes;
the constant output of Apriori is to set the best standards by using its value and over caste, and its production
shows the rules in the form of the model. At the time of execution, minimum support is 0.2 (80 instances),
and the minimum metric <confidence> level is more significant than 0.9, The sssociation is always on
affected data. Moreover, Apriori is used to Nominal data or binary data. Knowledge extraction from the
chronic kidney disease database becomes one of the vital peocesses for their research development issues, It
plays a crucial role in the medical field as well as it plays an essential role in medical Industries foe future
planning and further prediction issues, The significant association rules obtained from this study can be
useful for Nephrologists doctors and Medical Industries.

Keywords— Data Mining; Classification; preprocess; Association; Apriori; WEKA: CKD,
L INTRODUCTION

Numerous Computer Science techniques of dats mining and machine learning is to be used 10
leaming the power of various parameters and to make predictions of the based on different types of data
base. The DM techniques are the method of finding the hidden patterns from the big and tedious data. It may
provide a crucial role in decision making for complex not only agriculture but also health-related problems
NCBI [17].

A. Significance of the study: Jnephrol [18] with increasing life expectancy and the prevalence of lifestyle
discase, the US has seen a 30% considerable growth in the prevalence of chronic kidney disease (CKD)
i the last decade. Unfbrtunately, from India, there is no longitudinal study and limited data on the
incidence of CKD,

B. Data Analysis techniques: This research paper experiment was carried out on chronic kidney disease
patient, Today's chronic kidney disease patient in India is increased day today because of their lifestyle,
eating habits, earlier chranic or acute kidney dissase patient is very less, and kidncy fails growth rate is
very less, e, based on different health problem maximum kidney problem was increased based on
Hypertension, and Blood sugar is the kidney patients. Therefore, nowadays lots of Nephrologists doctors
and Medicine Industries is 1o be used to Predict kidney problems of patients on the basis of different
Machine Learning algorithms; many rescarchers are working on kidney patients database, once the
doctor has predicted the leading cause of kidney damage based on Machine Learing tools by applying
Clustering and Classification techniques, once doctor predicts the cause, Definitely, this will help Kidney
patients and control further losses of the kidney. Data mining plays an active role in predicting future
kidney-related hu!?x problems. The main intention oMenl is using the WEKA tool first
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preprocess the data based on Current refation, attributes, sclected attributes, class, and visualize every
atrribute using their Missing value, distinct, type, and unique. Similarly, the rescarcher uses the
association Apriori algorithm to discover new rules: therefore, this type of formed rules and preprocess
will help to propose the best model with higher accuracy for Clustering and Classification of data.

Data Fusion sampling multi-resolution analysis -De-noising Feature-Extraction Normalization -
Dimension reduction - Classification Clustering - Visualization Validation, Data cleaning: The removal of
noise and inconsistent data with data integration of the combination of multiple sources of data. During the
data selection, the data relevant for analysis is retrieved from the database also the data mining use of
ingenious methods to excerpt patterns from data with pattern evaluation and to show the result in the form of
visualization technique which will be helpful for knowledge presentation is used 1o present the extracted
knowledge 10 the end-user.

Saggar e al, [13] studied and optimized association rule mining using improved Genetic
Algorithms. Gandhi et al, (7] forecasted rice crop yield of a tropical wet and dry climatic zone of India using
data mining techniques. Bharara et al. [3] reviewed knowledge extraction for business operations using Data
Mining. Sujatha and Isakki Devi [14] focused on crop yield forecasting using classification techniques. Ariff
et al, [2] studied RFID based systematic livestock health management system. Jinyin [9] performed a novel
cluster center fast determination clustering algorithm, Dilli Arasu and Thirumalaiselvi [1] dealt with novel
imputation methods for the effective prediction of coronary kidney disease. ZouChuan et al, [4] performed
an applied study of Guangdong provincial hospital of traditional Chinese medicine, Guangzhou and explore
clustering analysis for syndrome evolution law of peritoneal dialysis patients, Kunwar ct al. [11] studied and
analyzed Chronic Kidney Discase using data mining classification techniques. AnhLuong [5] applied K-
Means Approach to Clustering disease Progressions. Formaggio et al, [6] performed applied Object-Based
Image Analysis (OBIA) and Data Mining (DM) in the Landsat time series in intensive agricultural regions,
Subri [8] used data mining techniques for segmenting customers® information. Kumar and Lhatri [12] used
WEKA for medical data classification and early discase prediction. Khanna [10]), NCBI [17] performed a
study on the economics of Dialysis in India. J Nephrol [18] studied the prevalence of chronic kidney disease
in India, and where are we heading? Uboltham et al. [15] performed a diagnostic study of acute kidney
injury using the KDIGO guideline approach,

1. RESEARCH METHODOLOGY

In the proposed study, Fig. 1 explores the flow diagram of our study. It is the systematic way, which
explores the scientific representation of our study.
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Fig: I The research work flow
IIl.  EXPERIMENT SETUP
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Fig: 2 Data with missing observation
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Figure 2 shows the instances with missing values do not have to be removed: the researcher
replaces the missing values with proper average value and is called imputing missing values. It is common to
assign missing values with the mean of the exponential distribution, process this research technique
efficiently in WEKA by using the Replace Missing Values filter (Fig. 3). Aprioei apply on only nominal
data, and binary data sets oaly this two types of data Association of Apriori algorithm executes the data to
find best rules; and before providing data to apriort algorithm convert some numerical attributes to Noeminal
by using choose filter unsupervised attributes by turning attributes numerical to binary type (Fig. 4).

IV, MATERIAL AND METHOD
Here, we are getting detail to preprocess steps of all 25 attributes for 400 instances, i.e., for records.
1. Relevant Information: (Total No of 25 Attributes)

Table: 1 Attributes and its units

Sr.Na Attributes Trpe Trypeof m‘ sand ity
] age 'é! numeical At i yuns
5 FrEiREe numeical Bp n mmHg

] = ific_gravi mominal  1.005.1.010.1.0151.0201 035
I | S+ S—
g u mominal 012343

— — )

{ 5 Pua cell roeinal oreal, stx oemal

] pec Fuscall clumps  sessiosl Y00, COtprevent

; i< B teria cociral peesent notpeesent |
10 bgr Blood ghocose numaerical mgsel

n=dom
il v Blood e numarical mgsdl
n 3 Sarum crastinios numarical LT
13 wd Sodiues numasical mEgqL
" pot Powasiur= numarical mEQL
15 Hamo Hemoglobm numerical -
16 pcv Packedcell volume  numesical Numerical
34 we Whits bleod zall numarizal callyeuenm
count
11 tc  FedBloodCel  nomencal millices com
count
19 hn Hypestensioa noexinal yes, 80
P ém  Dibems mellins noesinal ¥4, 0o
3l od Coronary arvery nominal ¥oi, 00
dimae

2 appet sppetite neecuinal good, poor
pt ) =] Padal edarma noeinal yos, 1o
24 e Anamia nomamnal ves no
2% class Class nomanal s neochd

2. Number of Instances: 400 (250 CKD, 150 notckd)
3.  Number of Attributes: 24 + class = 25 (11 numeric, 14 nominal)
4. Missing Attribute Values: Yes (Denoted by ")
S, Class Distribution: (2 classes)
Class  Number of instances
ckd 250
notckd 150

IV.  RESULTS AND DISCUSSION

The available primary data of chronic kidney discase and some necessary information cn kidney-
related information are to be collected from UCT standard repository. This is mainly required to design and
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develop the standard predictive model in terms of algorithm, which will be helpful for any chronic kidney
discase patients of further prediction neither nepbrologists nor medical industry, The research in terms of
ptedlqiononCKDpaﬁaudmlmeiuohemubdformwpredieﬁmmmm further damage of kidney,
daybydlyCKDpuimtisinamsedinm&m.m.hhdmdwmmdﬂmwmmlm
diseases and prevent further misery. Processing the attribute relation file format (ARFF), the list of all CKD

utibum,iamﬁsﬁu.mdanmhupmaermboutilhedndreplmallmishgvﬂuusdzmh
below Figure:

Fig: 5 Processed ARFF file

Inmwocusﬁllai\mmmmMMmmlem«kmNmimhfomanﬂw
Apriori algorithm for the generation of the best rule,

Fig: 6 Graphical visualization of processed CKD attributes

The processed data using Weka can be analyzed using different data mining techniques like
Classification, Clustering, Association rule mining and Visualization algorithms. Figure 6 shows 25
attributes are shown in Table 2 processed. Further, these attribute | 10 25 are visualized imo a two-
dimensional graphical format respectively.

A. Preprocess for Classification:

Table: 2 Relation: <Chronic_kideny_discase Attributes: 25, Instances: 401 snd sum of weights:
400
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Table Shows the performance criteria values. In WEKA, preprocess is one of the options; this is useful for
getting detail information or statistics based on the data set. In this research, the kidney dataset processed
with different attributes (25), which contains 400 rows, i.e., Instances and 25 attributes, means columns. The
mwchuhunluemyaﬁbm«mdisp!mtypeoh&ihnmﬂnwmmw.bowmy
missing values present m the data set for each antribute viz, instances, how many distinct values are present
in the dataset, distinct means different values, if we select attribute is shown Nom- in front of attribute-nom
means nominal type. If data is numeric and select & an attribute, it will show the statistics report in the form
of min, max, the mean and standard deviation of Statistics and Value and it is 10 be selected as the attribute
Class, then it shows label count and weight in the form of true or false or yes or no.
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Fig: 7 The graphical result (X: Blood Pressure and Class Y: CKD and not-CKD)

Fig: 8 The graphical result (X: Serum Creatinine and Class Y: CKD and not-CKD)

Figure 6-8 explore Plot the matrix and visualize in all the above three graphs are shown to Classify and
to form a Cluster, which are based on chronic kidney discase dataset and to classify the kidney patients
based on their different age groups (i.e., X: Age and Y: Class CKD and not-CKD) similar Figure shows the
result on the relation of ( Blood Pressure and Class (i.e., X: Blood Pressure and Class Y: CKD and not-
CKD) and last one Figure shows the graphical result on the relation on (X: Serum Creatinine and Class Y:
CKD and not-CKD).

The Prediction based on Clustering and Classification is significant for nephrologists doctors and medical
drug industries for further treatment of CKD patients; further, how many are the CKD patient anyhow many
wre a not-CKD. The same technique i to be applied to different Attributes and Instances.

A. Analysis:

Summary of Associate for discovering association rule: In WEKA preprocess, in this research, we are
explaining how to explore and analyze the Chronic Kidney refated data in the Apriori associator, In this
algorithm, the minimum matrix or confidence value in Association rule mining supporter confidence number
of cycle performing the role of preparing Rules. The rules create x belongs to y attributes; the constant
output of Aprioci is to sct the best rules by using its value and over caste, and its output shows the rules in
the form of the model to describe every rule. The association is always on applied data. Moreover, Apriori
always applied to Nominal data or Binary Data.

For rescarch, get some components, the central part of the apriori algorithm is delta, metric type,
primary metric, number rules, and upper bound minimum support. Apriori algorithm runs between two
bounds upper bound minimum support and lowers bound minimum support, which we have given us in 0.2
wnd 0.1, Apriori algorithm runs between them a frequency of deita 0.05. The primary use of metric types is
how to use rank our rules and associations more the confidence to list the attributes need 10 rules,
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Fig: 12: Minimum Support == 0.2, Confidence metric == (.90,
Significance level = 0L0S

It is assumed that support is 0.2 at 5% of significance and it has been decreased up to 10%, it has
been observed that there is no significant variation has been found importance among the generated rule.

Table: 3 10 Best generated rules

Sr.No. Best Rule

I Specific gravity=1.02 Class=notckd 80 == Albumin=0 80 <confi{1)> lift:(1.64)
lev:(0.08) [31] conv:(31.12)
2 | Specific gravity=1.02 Class=notckd 80 ==> Sugar-0 80 <confy{ 1)> lifi:(1.18) lev:(0.03)
[12] conv=(12.37)
3 Specific gravity=1.02 Class=notckd 80 ==> Red Blood cells=normal 80
<gonf(1)=hft:(1.14) lev:{0.02) [9] conv:{9.58)
4 | Specific gravity=1.02 Class=notckd 80 ==> Pus Cell=normal 80 <conf:(1)> lit:(1.24)
bev:(0.04) [15] coov:(15.36)
5 Specific gravity=1.02 Class=notckd 80 ==> Pus Cell Clumps=notpresent 80 <confy(1)>
lift:( 1.12) lev:{0.02) [8] conv:(8.58) s
6 Specific gravity=1.02 Class=notckd 80 ==> Bacteria=notpresent 80 <confi(1)> lift:(1.06)
lev=(0.01) [4] conv:(4.59)
7 | Specific gravity=1.02 Class=notckd 80 = Hypertension=no 80 _<conf:(1)> lift:(1.58)
lev:(0.07) [29] conv:(29.53)
8 | Specific gravity=1.02 Class=notckd 80 ==> Diabetes Mecllitus=no 80 <confi(1)>
lift:{ 1.52) Jev:{0.07) [27] conv:(27.53) 3.
9 Specific gravity=1.02 Class=notckd 80 ==> Coronary Artery Disease=no 80 <confi(l)>
lifl:(1.1) levi(0.02) [6] conv:(6.98)
10 Specific gravity=1.02 Class=notekd 80 === Appetite=good 80 <confi(1)> lifi:(1.26)
lovi{0.04) [16] convi(16.56)

V. CONCLUSION

This paper shows one of the small importances of Weka to utilization and analysis for census
Classification issues and knowledge evolution, The Chronic kidney discase data has predicted and diagnosed
further damage of Kidney based ca prediction of Data mining algorithms: In our rescarch work, some of the
ather factors were considered Red Blood Cell count, Hypertension, Diabetes Mellitus, Coronary Artery
Discase, Appetite, Pedal Edema, Anemia, near about 25 factors. The rules create x belongs to y attributes;
the primary output of Apricri is to set the best rules by using its value and over caste, and its output shows
the rules in the form of the model. Based on rules, describe every rule — the class implementing an Apriori

al@ﬁmanudmmcgmmwdndm.mmmlfsmﬂcmmy-l 02 Class=not ckd 50
condluon is on left hand side then this implies various factors viz. A
celis=normal 80, Pus Cell Clumps=not present 80, Bacteripfic
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Mellitus=no 80, Corcnary Artery Disease*no 80 and Appetite=good 80. In a nutshell, based on the data, it
has been observing that as specific gravity and class matter the respective presence of activitics in the
patients, It is for Nephrologists doctors and Medical Industries. Knowledge extraction from the Chronic
Kidney Discase database becomes one of the vital processes of cach research worker for their research
development issues. It is not only crucial in the Medical field but also plays a vital role in Medical Industries
for future planning and further prediction issues.
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